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1. Introduction
 Generative AI leads, on many levels, to a paradigm shift, such as

new forms of human-system interaction, or rather co-action.
 Ethical assessment of human-system interaction, which AI

technologies have already disrupted, might face new challenges in
developing ethical assessment tools for human-system co-action.

2. Problem Situation
Human-System Interaction:
 Expectations about the functioning of an artifact: user developer
 Alignment through studies in UX Design, acceptance research, or market research, etc.

Human Action (practical syllogism) (Hubig 2006):
Agent intends that P → Q (subjective goal)
M is an adequate means for P
A realizes (through M) Q´ (realized goal)

Human-System Co-Action:
 system ∧ user → output

How is it possible to align expectations about 
the functioning of the system?

How is it possible to reflect on the role of the 
tool in creating the output?

5. Examples

6. Discussion
Which kind of strategies or user
modeling should be used in Generative
AI?

 Should a fixed rule be implemented,
like affirmative action?

 Should the output be randomized?
 Should it be equally distributed?
 Should it reflect reality? And

perpetuate biases?

3. Methodological 
Background
1. Mutual Theory of Mind
 Aligning expectations of systems like conversational agents

(CA) and humans have been discussed under the concept of
a “mutual theory of mind.” It should allow “smoother human-CA
conversations.” (Wang 2021)

 Do such models reflect the system’s functioning or human agent well?
Can they be interpreted as a (mutual) theory of mind where the system
develops a model for the user and vice versa?

 Instead, the system ascribes roles, creates relevance rankings, establishes
routines for the user.

 Based on such an analysis, the system offers the user recommendations,
explanations, or options.

 However, by having an actual theory of mind, the user can also, to a certain
extent, exploit the system's strategic functioning to reach a specific goal.
Could the system or the virtual CA have adaptational strategies, too, to react
to these strategies? Hence, game theory is needed.

2. Parallel Communication:
It was developed to evaluate simulations at the University of Stuttgart (SFB 
627) and is situated on three levels:
1. Communication between the developers and users during the development

phase.
2. “information about system strategies implemented in the systems,

alternatives, exit points, reputation, and authenticity of the devices.”
3. “as communication within the framework of informal or institutionalized user

forums” to compare individual user experiences with their expectations and
to form robust user traditions. (Hubig 2011)

System strategies must be transparent so that users understand not only the
functioning of the systems but also interact and co-act with them successfully
(whatever this means in an ethical context).

7. Catalog of Measures
Implementing parallel communication in the developmental phase of Generative
AI to…

 understand the preferences and values of the stakeholders. Which
conception of fairness do they favor?
 How can we democratize Generative AI?

 contextualize fairness to operationalize it for technological systems.
 make systems´ strategies transparent so users can find counter-

strategies or align their expectations.
 develop systems in a way so that strategies are adaptable to different

conceptions of values, for instance, fairness.

We want to develop these points over three years in a project. We want to
elaborate a conceptual framework for Generative AI and fairness and
conduct empirical studies/surveys with stakeholders.
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4. User Modeling and System Strategies
However, when using Generative AI, it is mostly not clear what would lead to disappointment; it could be based
on
(1.) systemic strategies to model users (determined by the developers), such as fixed rules, defaults, etc.
A system that generates pictures might have an implemented affirmative action policy that outputs for the prompt “nurse” fifty percent male nurses and fifty
percent female nurses, even though the system was trained mainly with pictures from female nurses.
(2.) the coordination of third parties (“anonymous communitization”)
The clustering of users by some characteristics that they share, where the user has no idea which features are crucial to, for example, recommend a movie.
(3.) an inaccurate use
An inaccurate use might be an incomplete or unspecific prompt.
(4.) implicit or (5.) explicit feedback from the user
Implicit feedback is obtained by monitoring the user; explicit feedback by e.g., likes from users or, more elaborately, via research (e.g., acceptance studies).
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