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Abstract
In this position paper, we propose adopting a holistic approach to research design and evaluation in the
rapidly evolving field of generative AI, specifically highlighting the research onion model. We emphasize
the importance of an evaluation approach that encompasses not only technical efficiency but also ethical
and societal implications. We present five hypothetical scenarios that apply the research onion model to
evaluate a co-creative generative AI drawing application, each based on different research philosophies
and strategies. While showcasing various methodologies, these scenarios also act as a reflective tool for
researchers to identify potential limitations and blindspots in their research approaches. We advocate
that the research onion model, or a similar holistic framework, is crucial for the responsible development
and deployment of generative AI technologies, ensuring that research design and outcome are robust,
relevant, and aligned with broader societal needs.
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1. Introduction

In recent years, the emergence of generative AI technologies has profoundly transformed the
technological landscape. Pioneering systems like ChatGPT and DALL-E and their contempo-
raries have emerged as landmarks in this domain, exemplifying the profound capabilities of
generative models [1, 2, 3]. These advancements have not only revolutionized technical fields
but also permeated popular culture, signaling a paradigm shift [4] in how we interact with and
perceive AI technology, bringing with it new possibilities and complexities.

The evolution of AI evaluation, particularly in generative AI, reflects a shift similar to that
in Human-Computer Interaction (HCI). HCI moved from a focus on cognitive, positivist per-
formance metrics to situated, contextual approaches in its third wave [5]. This shift, initially
marked by quantitative methods and later evolving towards more contextual research as high-
lighted by Suchman [6] and Dourish [7], is mirrored in AI evaluation. The field is transitioning
from purely quantitative metrics to more diverse, pluralistic methodologies that acknowledge
the complex nature and broader impacts of AI technology [8, 9, 10].

The evolving landscape of AI evaluation highlights the need for AI systems designed with
human needs and societal values in mind, emphasizing the creation of human-centered AI that
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enhances human capabilities and builds trust and reliability [11, 12]. Evaluating generative AI
presents challenges beyond standard performance metrics, requiring consideration of technical
proficiency, ethics, and societal impact [13, 14]. This complexity calls for a nuanced, comprehen-
sive evaluation design, enabling researchers to address the diverse aspects of AI technologies
and align them with societal needs while recognizing the limitations of their research methods.

Against this backdrop, this position paper proposes adopting Saunders’ research onion model
[15] as an effective framework for structuring the evaluation of generative AI. Initially developed
as a comprehensive guide for researchmethodologies in business, this model has found relevance
and application in various fields. The research onion model presents a structured approach that
is particularly appropriate for addressing themulti-layered complexity inherent in the evaluation
of generative AI. The research onion model systematically breaks down the evaluation process
into several layers: research philosophies, approaches, strategies, choices, time horizons, and
techniques. This structure provides a versatile toolkit for researchers, enabling them to carefully
navigate through and balance the intricacies of potential biases and blindspots inherent in
evaluating generative AI systems.

The significance of our proposition is in guiding research design towards responsible AI
development and deployment. Using the research onion model, we provide a comprehensive
framework ensuring generative AI research is self-reflective, relevant, and in tune with both
technological progress and societal needs. The paper is structured to first introduce the research
onion model, then make a case for holistic AI research design, followed by demonstrating its
application in five hypothetical research scenarios.

2. Research Onion Model: An Overview

Saunders’ research onion model [15] presents a structured framework for designing and con-
ducting research as shown in Figure-1.

Figure 1: Saunders’ research onion model [15]

The research onion model’s outermost layer comprises research philosophies that shape
fundamental beliefs about knowledge, including positivism with its focus on quantifiable facts,



interpretivism emphasizing subjective experiences, pragmatism blending these elements, and
realism recognizing an independent reality shaped by perceptions [16]. Subsequent layers define
the research approach, categorizing into deductive methods for testing theories and inductive
methods for developing theories from data. The model further includes layers for research
strategies (like experiments and surveys), method choices (mono-method, mixed-method, or
multi-method), time horizons (cross-sectional for immediate analysis or longitudinal for long-
term trends), and specific data collection and analysis procedures, each integral to structuring
and guiding the research process.

The research onion model’s layered structure is well-suited for the complex nature of genera-
tive AI research, guiding researchers to methodically address every aspect of their study, from
philosophical foundations to data collection and analysis. This holistic approach is vital for a
thorough evaluation of AI technologies, ensuring research is robust, relevant, and attuned to
the complex relationship between technology and society.

3. The Need for a Holistic Approach

Evaluating generative AI requiresmoving beyond traditionalmetrics like precision and efficiency,
which often miss crucial aspects such as ethical implications, user-centric design, societal impact,
and the subtleties of human-AI interaction. Such a limited focus can skew the understanding
and application of generative AI, overlooking its broader human and societal effects. A more
nuanced approach, encompassing ethical, societal, and human-centric dimensions, is necessary,
as emphasized by Bender et al. [17] and Crawford [18], who highlight the need to be aware of
biases and the wider implications of AI. The research onion model offers a structured framework
to help researchers identify and address these potential blindspots, ensuring a comprehensive
and reflective design in AI research.

Furthermore, the Research Onion model’s focus on diverse research philosophies prompts
evaluators to critically examine their assumptions, which is crucial in uncovering inherent
biases and limitations in their research approach. For example, a positivist approach may
neglect the subjective experiences and societal impacts central to interpretivist research. This
gap becomes particularly relevant in discussions of AI ethics and fairness. The satirical critique
“A Mulching Proposal” [19] illustrates the inadequacies of applying highly positivist research
methods when addressing the normative implications of technologies.

The model promotes diversity in research methodologies, crucial for comprehensive AI
evaluation. It advocates for a mix of quantitative and qualitative methods, leading to a multi-
disciplinary approach. This aligns with early AI scholars like Weizenbaum, who emphasized
moral and ethical considerations [20], and Simon, who focused on the broader implications of
computational systems [21]. Furthermore, from a design perspective, Friedman’s concept of
value-sensitive design emphasizes the importance of integrating human values into technology
design and evaluation [22], supporting a balanced and holistic evaluation methodology.



4. Hypothetical Research Scenarios

In this section, we present the application of the research onion model through a series of five
hypothetical scenarios designed to evaluate a co-creative generative AI drawing application.
These scenarios also serve as a form of self-reflection, drawing from our previous research
experiences. Four of these scenarios are grounded in different research philosophies - positivism,
interpretivism, pragmatism, and realism. The fifth scenario, while maintaining the research
philosophy of the first (positivism), shifts to using a design research strategy. These scenarios
demonstrate how different layers of the model can inform diverse research approaches in
varied contexts. At the same time, sensitize researchers to the limits and blindspots of their
research approach. The hope is that by presenting a range of scenarios, each with its focus and
methodology, we can emphasize the importance of critical self-reflection in research.

4.1. Scenario 1: Evaluation of AI-Assisted Drawing Efficiency

4.1.1. Approach

In this scenario, we adopt a deductive methodology, grounded in the principles of positivism, to
test the hypothesis that AI assistance significantly enhances the efficiency of drawing processes.
The hypothesis is that the integration of AI in artistic creation speeds up the drawing process
and improves the final output’s quality.

4.1.2. Strategy

To test this hypothesis, we implement a series of controlled experiments involving a diverse
sample population of visual artists with varying levels of experience, backgrounds, and famil-
iarity with AI tools. Participants are tasked with sketching an everyday object in two scenarios:
one with the assistance of the generative AI drawing tool and one without it. The aim is to
create a controlled environment where the direct impact of AI assistance on the drawing process
can be isolated and measured.

4.1.3. Data Collection and Analysis

The data collection in this study primarily focuses on quantitative metrics: time efficiency,
measuring the duration taken by participants to complete drawings with and without AI
assistance; precision of lines, analyzing the accuracy and quality of visual elements in the
artwork using software tools or expert evaluations; and error rates, counting corrections made
during the drawing process to indicate AI’s role in reducing revisions. These metrics, collected
and analyzed statistically, aim to quantify any improvements in efficiency and artistic quality
brought about by AI assistance.

4.1.4. Insight and Implications

This scenario aims to objectively evaluate the impact of AI on drawing efficiency, providing
empirical data to enhance understanding of AI’s role in augmenting human creativity. It
offers insights into the tangible benefits of AI in artistic processes, informing both developers



and artists and encourages data-driven development of AI tools that balance technological
capabilities with creative needs. Overall, it highlights the value of a positivist, quantitative
approach in assessing AI’s utility in creative domains, showcasing how empirical data can drive
the design of AI technologies in art.

4.1.5. Potential Limitations and Blindspots

• Quantitative Focus: May neglect the creative process’s qualitative, subjective elements,
like the artist’s experience and emotional connection.

• Controlled Experiment Setting: Could fail to mimic real-world artistic scenarios,
affecting the findings’ applicability.

• Artist Diversity and Bias: Lack of diversity in participant skills and AI familiarity might
not reflect the wider artistic community.

• Ethical and Social Implications: Overlooks important ethical considerations such as
originality and the cultural influence of AI art.

• Human-AI Interaction Dynamics: Potentially underestimates the changing nature of
artist-AI interactions and their impact on art creation.

4.2. Scenario 2: Understanding User Experiences and Expression of
AI-Assisted Drawing

4.2.1. Approach

In this scenario, we adopt an interpretivist approach to delve into the subjective experiences of
artists using a co-creative generative AI drawing tool. The aim is to build theories grounded
in the real-life experiences of users, emphasizing the personal and emotional aspects of the
creative process. This inductive approach acknowledges the diverse and individualized nature
of artistic creation and how it is influenced by the integration of AI.

4.2.2. Strategy

The core strategy involves conducting in-depth interviews and observational studies with
artists who use the AI drawing tool. Artists from various backgrounds and with different levels
of expertise are selected to ensure a wide range of perspectives. Observational studies are
conducted in natural settings, where artists interact with the AI tool as part of their regular
creative process. This allows for capturing authentic user experiences and interactions with the
technology.

4.2.3. Data Collection and Analysis

In this study, artists are interviewed to gather insights on their experiences with the AI tool,
focusing on its influence on their creative process, artistic choices, and satisfaction with their
artwork. Special attention is given to emotional responses during the creative process, like frus-
tration or joy, to understand AI’s emotional impact on creativity. Artists also reflect on how the
AI tool affects their artistic expression, noting any enhancements or limitations. Observational



notes complement this, with researchers taking detailed notes on artists’ interactions with the
tool and their workflow. The qualitative data collected is then subjected to thematic analysis to
identify common themes and patterns in artists’ experiences and perceptions.

4.2.4. Insights and Implications

This scenario offers valuable insights into the interpretive dimension of AI in art creation,
exploring artists’ subjective experiences to reveal how AI tools can both enhance and potentially
limit creativity. These findings are crucial for AI tool developers and designers, guiding tool
alignment with artists’ creative needs and shaping the broader understanding of AI’s role in art,
not just as a tool but as a creative collaborator. Overall, it presents a comprehensive, human-
centric perspective on AI’s impact in art, emphasizing the significance of user experiences
in developing AI tools that are technically proficient, emotionally engaging, and creatively
enriching.

4.2.5. Potential Limitations and Blindspots

• Subjective Bias: Interpretivist methods and self-reported artist experiences could intro-
duce biases, limiting the findings’ applicability.

• Generalizability Issues: Individualized experiences may not be representative of all
artists or user groups.

• Emotional Response Interpretation: Variations in interpreting emotional responses
can lead to inconsistent conclusions.

• Technical Aspect Neglect: Emphasis on personal experiences may overlook the AI
tool’s technical capabilities and limitations.

• Documentation Quality: Observational note quality relies on researchers’ skills, poten-
tially leading to biased or incomplete process documentation.

4.3. Scenario 3: Balancing Efficiency and Creativity in AI-Assisted Art

4.3.1. Approach

We adopt a pragmatist stance in this scenario, utilizing a mixed-methods approach to evaluate
a generative AI drawing tool. This approach aims to balance the objective measurements of
the tool’s efficiency with a nuanced understanding of its impact on creative expression. By
combining quantitative and qualitative research methods, the goal is to provide a well-rounded
analysis that respects both the technical aspects of the AI tool and the subjective experiences of
its users.

4.3.2. Strategy

The research employs user surveys and focus groups, targeting visual artists of various experi-
ence levels and AI tool familiarity. Surveys measure metrics like time efficiency and usability,
yielding quantifiable data on the AI tool’s performance. Concurrently, focus groups offer
in-depth qualitative insights, exploring the AI tool’s impact on artists’ creative processes,
inspiration, and satisfaction.



4.3.3. Data Collection and Analysis

In this study, a mixed-method approach is used for analysis: quantitative analysis involves
statistical examination of survey data to objectively measure the AI tool’s efficiency and usability,
while qualitative analysis through thematic analysis of focus group discussions reveals the
tool’s impact on creativity, including its effects on artistic choices and workflow. The final step
integrates these findings, combining quantitative and qualitative insights to offer a comprehensive
understanding of how the AI tool’s technical capabilities influence creative processes and artistic
outputs.

4.3.4. Insights and Implications

This scenario reveals key insights for optimizing generative AI tools to enhance both efficiency
and creativity in art, employing a mixed-methods approach that balances technical performance
with subjective experiences. These insights are beneficial for AI tool developers and the artistic
community, informing the design of future tools to improve efficiency and creatively enrich
the process, positioning technology as an enabler of artistic innovation. Overall, the scenario
highlights the effectiveness of a mixed-methods approach in AI tool evaluation, emphasizing
the need to consider both technical and creative aspects for the development of efficient, user-
friendly, and creatively expressive tools.

4.3.5. Potential Limitations and Blindspots

• Data Balance Challenge: Difficulties in equally integrating and weighing quantitative
and qualitative data may result in evaluation imbalances.

• Limited Generalizability: Insights from specific artist groups may not be applicable to
all AI tool users.

• Selection Bias Risk: Participant choice for surveys and focus groups might not ade-
quately represent the wider artistic community.

• Inadequate Technical Analysis: The AI tool’s technical evaluation may lack the depth
needed to fully understand its capabilities and limitations.

• Subjective Creative Impact: Assessing the AI tool’s effect on artistic creativity and
satisfaction is subjective and varies among artists, complicating definitive conclusions.

4.4. Scenario 4: Evaluating Ownership, Authenticity, and the Ethics of Artistic
Collaboration

4.4.1. Approach

In this scenario, we adopt a realism-based approach to explore critical aspects of ownership,
authenticity, and the ethics involved in artistic collaboration with an AI agent. The goal is to
assess how artists perceive the role and contributions of AI in the creative process, especially in
terms of ownership rights, the authenticity of the collaborative work, and the ethical implications
of such partnerships.



4.4.2. Strategy

The strategy involves a comparative analysis and in-depth qualitative research. During the
comparative analysis, visual artists of various experience levels and AI tool familiarity create
artwork independently and in collaboration with the AI tool. This comparison aims to highlight
differences in perceived ownership and authenticity between AI-assisted and traditional art-
works. For the qualitative research, the idea is to conduct in-depth interviews and focus groups
with artists who have used the AI tool. The discussions center around their feelings regarding
the ownership of the artwork, the authenticity of the creative process when involving AI, and
ethical considerations in such collaborations.

4.4.3. Data Collection and Analysis

This study explores artists’ perceptions of ownership in collaborative artworks involving signifi-
cant AI contributions, assessing their views on authenticity and the originality of AI-partnered
creations. It also delves into ethical considerations, like fair recognition of the AI’s role and
intellectual property concerns, alongside moral implications of AI usage in art. Additionally, a
comparative evaluation of artworks is conducted, analyzing stylistic differences, thematic depth,
and overall quality between pieces created with AI assistance and those made independently.

4.4.4. Insights and Implications

This scenario delves into the complexities of AI-assisted artistic creation by exploring perceptions
of ownership, authenticity, and ethics, providing insights into the subtleties of human-AI
collaboration in the arts. These findings are vital for artists, AI developers, and policymakers
to navigate the ethical landscape of AI in creative fields. They inform the development of AI
tools that uphold artistic integrity and ethical standards, contributing to the discourse on AI’s
role and implications in creative practices. Overall, the scenario emphasizes the importance
of considering ownership, authenticity, and ethics in AI collaborations, advocating for the
responsible and ethically aligned development and use of AI tools in artistic endeavors.

4.4.5. Potential Limitations and Blindspots

• Subjective Interpretations: Varying artist perceptions of ownership and authenticity
lead to subjective assessments.

• Generalizability Limitations: Results from certain artist groups may not be broadly
applicable across diverse artistic contexts.

• Ethical Complexity: The multifaceted ethical dimensions of AI in art might not be fully
explored in interviews and focus groups.

• Limited Legal Analysis: The scenario’s ethical focus may overlook the intricacies of
legal issues like intellectual property in AI art.

• Risk of Negative Bias: Concentrating on ethical and authenticity issues could over-
shadow AI collaboration’s positive impacts in art.



4.5. Scenario 5: Design Research for Evaluating AI-Assisted Drawing
Efficiency

4.5.1. Approach

We employ design research methods in this scenario to explore how AI assistance impacts the
drawing process. Similar to scenario 1, The focus is on understanding the efficacy of AI tools in
enhancing the drawing experience but from a design research perspective.

4.5.2. Strategy

The research employs a series of user studies where visual artists of various experience levels
and AI tool familiarity engage with the AI drawing tool. Participants are asked to create artwork
under varying conditions: using the AI tool, without it, and in a collaborative mode with the
AI. This approach allows for the observation of interactions between the artist and the AI tool,
providing insights into the user experience and the design effectiveness of the tool.

4.5.3. Data Collection and Analysis

Data collection is done using multiple methods: User experience surveys are conducted post-
drawing sessions to assess usability, satisfaction, and perceived efficiency of the AI tool. Obser-
vational studies allow researchers to note interactions with the AI tool, workflow patterns, and
any challenges or advantages during the drawing process. The quality of the artworks produced
is evaluated through expert design reviews, focusing on creativity, complexity, and aesthetic
appeal, and compiled into an annotated portfolio. Additionally, time metrics are recorded for
each artwork, providing quantitative data to complement the qualitative insights.

4.5.4. Insight and Implications

This scenario employs a design research approach to evaluate the effectiveness of AI in art
creation, blending qualitative and quantitative data for a comprehensive view of AI’s enhance-
ment of the artistic process, with a focus on user experience and creative output. The insights
aim to guide the development of intuitive, user-friendly AI tools tailored to artists’ preferences,
highlighting the importance of user-centered design. This approach showcases the utility of
design research methods in artistic AI tool evaluation, emphasizing the significance of user
experience in the development of effective AI tools that resonate with artists’ needs.

4.5.5. Potential Limitations and Blindspots

• User Experience Subjectivity: Surveys and observational studies bring subjectivity
due to varying individual perceptions.

• Limited Generalizability: Findings from certain artist groups may not reflect the
experiences of all AI tool users.

• Artwork Evaluation Bias: Subjective assessments of artwork quality can be influenced
by reviewer or artist biases.



• Insufficient Quantitative Analysis: The scenario’s limited quantitative measures might
not fully encompass all aspects of drawing efficiency.

• Overlooking Technical Aspects: A focus on user experience may neglect the AI tool’s
technical limitations and capabilities.

4.6. Summary

Table- 1 provides a comparative summary of five hypothetical scenarios corresponding to
different layers of the research onion model while also identifying potential research blindspots.

Table 1
Overview of hypothetical scenarios

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5
Research
Philosophy Positivism Interpretivism Pragmatism Realism Positivism

Approach Deductive Inductive
Mixed (Inductive
& Deductive)

Mixed (Inductive
& Deductive)

Deductive

Strategy Controlled experi-
ments

Thematic analysis
Surveys and the-
matic analysis

Ablation study
and thematic
analysis

Controlled exper-
iments

Method
Choices Mono-method Mono-method Mixed-method Multi-method Multi-method

Time Hori-
zon Cross-sectional Cross-sectional Cross-sectional Cross-sectional Cross-sectional

Data Col-
lection and
Analysis

Quantitative
metrics: time effi-
ciency, precision,
error rates

Artist interviews
on emotional
responses and
artistic expression
perception

Quantitative sur-
vey results, quali-
tative focus group
themes

Ownership
perceptions,
authenticity
assessments,
ethical considera-
tions

Surveys, obser-
vational studies,
annotated portfo-
lios

Potential
Research
Blindspots

May neglect quali-
tative aspects and
real-world applica-
bility

Subject to subjec-
tive bias and lim-
ited generalizabil-
ity

Challenges in data
integration and co-
hesiveness

Subjectivity in
perceptions, eth-
ical complexity,
and generalizabil-
ity issues

Potential over-
look of technical
applicability

5. Conclusion

In this position paper, we emphasized the importance of a holistic approach in the research
and evaluation of generative AI, exemplified by the research onion model. This approach goes
beyond technical efficiency to include ethical and societal considerations, reflecting a paradigm
shift similar to that in Human-Computer Interaction. Through five hypothetical scenarios,
we showcased the research onion model’s versatility in addressing generative AI evaluation’s
diverse aspects and highlighted its utility in identifying potential research limitations and
blindspots. Such a holistic approach is essential for understanding the complexities of rapidly
evolving generative AI technologies. Future work could focus on applying this model to real
case studies and developing more refined tools specifically for AI evaluation. Our advocacy
for such frameworks aims to guide the responsible advancement of generative AI, aligning
technological progress with human needs and societal values.
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